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SCiKit-learn objects

Different objects

The main objects in scikit-learn are (one class can implement multiple interfaces):

Estimator: The base object, mplements a fit method to learn from data, either:

estimator estimator.fit(data, targets)

estimator estimator.fit(data)

Predictor: For supervised learning, or some unsupervised problems, implements:

prediction predictor.predict(data)

Classification algorithms usually also offer a way to quantify certainty of a prediction, either using

decision_function Or predict_proba:

probability predictor.predict_proba(data)

Transformer: For modifying the data in a supervised or unsupervised way (e.g. by adding, changing, or removing

columns, but not by adding or removing rows). Implements:

new_data transtformer.transform(data)

When fitting and transforming can be performed much more efficiently together than separately,

Implements:

new_data transformer.fit_transform(data)

A model that can give a goodn . measure or a likelihood of unseen data, implements (higher I1s

petter):

score model.score(data)
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What are GLMs?
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What are GLMs?

Pre-process Weights Non-linearity Poisson Observed
prob. counts
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What are GLMs?

Pre-process Welights Non-linearity Poisson Observed

prob. counts
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ScCikit-learn pipelines
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